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ABSTRACT Progress in Microgrid (MG) research has evolved the MG concept from classical, purely MG power networks to more advanced power and communications networks. The communications infrastructure helps control and manage the unreliable power outputs that most standard power generation elements of the MG (e.g., wind turbines and photo-voltaic panels) deliver. Although communication technologies do offer certain advantages for sensing and control, they generate other complications due to packet loss and packet latency, among other transmission impairments. In this work, we discuss the impact of communications on MG performance, establishing the requirements of data exchanges and system response in the three levels of a hierarchical control approach: primary, secondary, and tertiary. With a focus on the secondary level — responsible for ensuring the restoration of electrical parameters — we identify standards, networking protocols, and communication technologies relevant for the interoperability of MGs and clusters of MGs, including both modes of operation: isolated and grid-connected. We review theoretical approaches and practical implementations that consider the effects of the communications network on the general performance of the MG. Moreover, we undertake an experimental analysis of the influence of wired and wireless communication networks on MG performance, revealing the importance of designing future smart control solutions more robust to communication degradation, especially if wireless technologies are integrated to provide scalable deployments. Aspects such as resilience, security, and interoperability are also shown to require continuing efforts in research and practical applications.

INDEX TERMS Communication network, latency, MG secondary control, microgrid, smart grid.

I. INTRODUCTION

The degree of intelligence of a Microgrid (MG) is directly influenced by the capability of the communication infrastructure to transfer real-time data between the system nodes regardless of the MG topology, complexity, and unexpected events. Therefore, choosing the appropriate communication technologies, which should concomitantly offer the required levels of reliability, security, and performance (e.g., bandwidth, latency, and packet losses), represents an important challenge. This challenge will only increase as the smart grid concept evolves with more interconnected clusters of MGs and more layers of communication technology required.

As an essential component within the future smart grid technologies [2], [3], communication systems supported by the two main media, wired (copper-based and fiber optic) and wireless, must handle a significant amount of data generated at all system levels (e.g., generation and distribution) and transmitted to nodes placed at various distances.
A number of standards are currently addressing the challenges of smart grid communication [4], [5]. However, a mandatory step for smart grid development is to establish interoperable standards for the overall system. The IEEE vision for smart grid communications [3] provides a discussion on how communications will become an integrator of various mechanisms of the future smart grid, such as demand forecasting, demand response, grid operation and diagnostics, power quality improvement, integration of renewable energy sources, and privacy and security. According to [1], in the most accepted approach, the MG is considered a building block for the future smart grid. As such, the MG must provide reliable communication pathways within itself and between MG clusters, as highlighted in the representation illustrated in Fig. 1. The interconnection of MGs into clusters follows similar architectures to those used to integrate the generators inside each MG; an analysis of possible multi-MG architectures is provided in [6].

The data exchange in an MG usually takes place at different levels, which also define the required performance of the communication infrastructure. One of the most effective ways to organize MG control consists of a three-level — primary, secondary, and tertiary — hierarchical structure [7]–[10], which was inspired by conventional power systems [1]. Whereas the performance of the first two levels (i.e., primary and secondary) affects the system’s stability and power quality, involving fast control mechanisms such as droop control [11], virtual synchronous generator [12], and real-time control for voltage and frequency restoration processes, the tertiary level provides support for optimizing the MG power flow or the power transfer to/from the utility grid (when the MG operates in grid-connected mode).

The parameters of the primary (e.g., droop gains, virtual inertia, and damping coefficients) and secondary (e.g., restoration controller gains) levels define the dynamics of voltage and frequency and directly affect MG stability. Since the voltage and frequency control are characterized by different time constants (at least one order of magnitude), they can be decoupled and analyzed individually. For example, voltage in the various MG nodes can have different steady-state values within the standard ±10% interval range [13]. As the power flow changes in the system, the units providing primary voltage control act to limit the local voltage deviation in the node they are connected to by a droop-based control mechanism. The secondary control then acts to restore the voltage to the rated value by changing the reference voltages of the primary controllers. The typical performance parameters to assess the primary and secondary voltage control are the maximum deviation and restoring time.

Unlike voltage, frequency is a global parameter of the system with the same steady-state value in the entire synchronous area. Primary frequency control includes two actions: the inertial response (natural and/or virtual inertia) and the primary response to frequency deviation of the...
involved units. Similarly to the secondary voltage control, secondary frequency control acts to restore the system rated frequency by changing the references of the primary controllers. The adopted performance parameters of the primary and secondary frequency control are initial rate-of-change-of-frequency (RoCoF), maximum deviation, and restoring time.

The future will require more connectivity between MGs and MG clusters and the larger power distribution systems. To this end, previous works have partially addressed the interdependence among the power and communications components of an MG. Authors in [14] provide a big picture perspective on the technologies and issues that can be expected when incorporating communications infrastructure to the MG; however, most of the cited works and the conclusions are actually oriented to Smart Grids and not specifically to MGs. An analysis of the communication for multi-MG systems according to various clustering architectures is provided in [6], where the amount of communications required is shown to be an important factor affecting the cluster control type. A different approach is used in [15], in which a clear distinction between Smart Grids and MGs is made; however, the work does not analyze the importance of communication network parameters and their effects on MG performance. In a similar way, Chavan et al. [16] provide examples of implementations of communications technologies applicable to MGs, but there is no further discussion about how a technology with specific characteristics can affect the power distribution system. The work in [17] offers an overview of different types of wired technologies for MGs, but it does not include wireless alternatives.

This paper compares the existent constraints in different MG configurations relating specific communication performance metrics with the successful operation of the MG for wired and wireless technologies. We survey theoretical works, evaluations by simulations, and some practical implementations reported in the literature. Furthermore, we experimentally analyze the influence of wired and wireless communications on MG performance. Our aim is to identify the communication network requirements for stable implementations of MGs and MG clusters, as well as to analyze areas that can be improved to advance towards the MG-power-distribution system integration and MG-Smart grid integration the future requires.

The remainder of the article is organized as follows: in Section II we discuss the interdependency between the MG control hierarchy and the communication network. In Section III we describe the MG architecture requirements for a reliable, fast, secure, and real-time communication without data packet losses. In Section IV we give in-depth details regarding the impact that the communication network has on the performance and operation of MGs.

Section V includes an experimental analysis of the impact of communication on MG performance. Section VI discusses the open research challenges related to the most difficult threats that MG architecture-related communication requirements face. Finally, concluding remarks describe the technical challenges to be confronted in Section VII.

II. INTERDEPENDENCE BETWEEN THE MG CONTROL HIERARCHY AND THE COMMUNICATIONS NETWORK

Fig. 2 illustrates the MG’s typical organization using a hierarchical structure formed by three levels [8]–[10]: primary, secondary, and tertiary. In the following, we describe the details of each level’s function and identify the communication system’s purpose for each level’s internal operation. We also discuss the role of the communications network over the synchronization across the hierarchy.

A. PRIMARY LEVEL

On the lowest level, the system deals with fast processes, such as voltage and frequency control, which also affect MG stability. Due to the time-critical requirements of the informational exchange for equal power sharing among the MG units, a communication-less approach is usually adopted for the primary control. For this purpose, droop-based control techniques and virtual synchronous generators (VSG) are the most effective methods, which, by simple yet effective mechanisms, provide voltage and frequency control. The disadvantages are that these mechanisms cannot restore the two grid parameters to the nominal values and can only be used in islanded operation mode [11], [18]. Another solution used in the past, mainly for paralleling inverter units in systems with uninterruptible power supplies [19], is based on a master-slave method and a high-speed communication network [20]. Although it achieves excellent power-sharing performance with a simple control algorithm, the expansion of master-slave control to complex MGs is limited by the requirements of high-bandwidth communication networks [21]. Maintaining system stability requires communication latency in the range of milliseconds, but this latency range is variable in time [22] and difficult to ensure in large-scale MGs [21], [23].

Several other communication-less methods are proposed in the literature to achieve power sharing in MGs. In [24], a voltage-frequency bus-signaling method is developed to coordinate the operation of distributed energy resources (DERs) within an islanded MG. However, extending the proposed solution to complex MGs is difficult to achieve. In [25], they developed a power flow control strategy for off-grid networks using the various patterns of frequency change rate as a communication agent in a small-scale MG based on Photovoltaic (PV) inverters. Although the solution does not have a defined multi-level control structure, it can be considered as a primary control since the frequency change instantly triggers the controlled units to change their output power.

B. SECONDARY LEVEL

The secondary control ensures the restoration of electrical parameters (voltage and frequency) to the required values. Within the same control, seamless grid connection or
disconnection may also be implemented. An overview of the main existing secondary control methods is provided in [26], in which the authors classify the methods into three categories: centralized, distributed, and decentralized secondary control. Whereas the centralized and distributed methods require exchange of information between units through a communication network, in the fully decentralized approach the restoration process of voltage and frequency is carried out by multiple secondary controllers operating locally at each distributed generator (DG) without data sharing with other DGs [27], [28]. Communication-less control may provide some important advantages; however, these decentralized secondary control methods must overcome a variety of issues such as clock-drift [29], [30] to reach the maturity level of the centralized and distributed solutions. For our purposes, then, only the two secondary control categories based on communication will be included in this investigation.

The most effective implementation of this control level is based on a low-bandwidth communication system, which allows voltage and frequency correction signals to be sent from a centralized controller [31]–[33], or using a distributed approach with the information transferred by means of neighboring agents [34]–[38]. The speed of communication directly affects the performance of secondary control and, therefore, a trade-off between bandwidth and transitory response is usually required [39].

The most mature solutions are based on a centralized MG controller, which provides reference correction signals for voltage and frequency restoration within the secondary control, as represented in Fig. 3. In this centralized control system, the transmitted data packet is typically sized for two reference signals (i.e., one for voltage and one for frequency) [32]. However, some control methods require several other signals for controlling the MG when grid synchronization is also carried out by the same mechanism [33], [40], [41]. One control method with a minimalist low-bandwidth communication infrastructure ensuring both secondary control and grid synchronization is proposed in [42], where the data packet transmitted from a central controller to the MG units does not change with the operating state (i.e., islanded or grid-connected).

In the traditional centralized secondary control, the central unit collects all the information from each generator and then sends signals back, such that the communication volume increases proportionally with the number of control units. However, in an optimized version of a centralized secondary control, a minimum number of signals are required to be sent through the communication network, and that number remains unchanged with the increase of MG complexity [42]. The problem with the centralized control approach, however, is that it is prone to failures, in which case the whole system may collapse. To overcome this situation, distributed secondary control methods have been proposed in the literature.

The distributed approach requires data to be sent from one unit to another without a central coordination, as illustrated in Fig. 3b. The distributed control typically requires each control unit to exchange information with its neighbors, the communication requirements varying from sending and receiving measurements (e.g., active/reactive power, voltage, and frequency) to and from all direct neighbors [43], to optimized solutions that reduce the communication burden to only selected neighbors [37].
In [44], a distributed control solution integrates the secondary controller in each DG together with the primary controller. The secondary controller in each DG receives three measurements (frequency, voltage, and reactive power) from all the other DG units through the communication system and computes the secondary correction signals, which are passed to the primary controller. With this approach, the failure of one unit does not affect the rest of the system; however, a centralized controller is still required for some particular functions, such as black start operation and MG resources management. This approach, then, can be considered a mixed solution instead of a purely distributed control solution. Although the proposed solution eliminates the issues related to relatively low reliability of the conventional centralized control, the burden of communication can significantly increase when MGs increase in complexity.

Other approaches based on multi-agent systems also implement distributed control solutions. In [36], a control method based on a sparse multi-agent communication network is proposed to overcome the centralized control deficiencies, therefore, improving the system’s robustness and flexibility. In [45], the authors proposed a multi-agent system for distributed power sharing in an islanded MG. Based on an algorithm, the system discovers the global MG information required for equal active power sharing among the MG units, exhibiting reduced communication requirements. Similarly, a two-level control structure for multi-MG systems improved the dynamic performance in [46]. The agents are interconnected by low-bandwidth communication links, transferring data to a limited number of neighboring agents and, therefore, significantly reducing the communication burden. Within the secondary controller, a fast power limiting strategy is implemented to prevent overloading the MG generation units. However, the control parameters are dependent on the transmission rate required between agents and through the communication line, thus limiting the system performance and its stability margin [34], [37].

C. TERTIARY LEVEL

The MG energy management system (EMS) is usually implemented at this level (tertiary), and it involves non-critical tasks required for power flow optimization in the MG. The EMS decisions regarding optimal scheduling of MG resources are provided by a centralized system at a low sampling rate (several seconds or minutes), where low priority data packets are transferred through the MG communication network.

When MGs are connected to the grid, the tertiary control level manages the power flow between the MG and distribution network, according to power references provided by the distribution system operator (DSO); hence, a communication link between the EMS and the DSO has to be implemented [47]. In a multi-MG system, such as the one represented in Fig. 1, the tertiary communication layer is also used to provide information exchange between neighboring MGs [48], [49].

D. MG SYNCHRONIZATION

Probably one of the biggest challenges for the growing area of MG development is the method of MG synchronization with the grid and the communication system that can best achieve this. Providing an automatic grid transfer mechanism represents one essential feature of an MG, but ensuring the system’s stability during and after the self-transfer between the MG operating modes (i.e., grid-connected and isolated) implies significant challenges. Moreover, the seamless transition becomes more difficult as the number of units involved increases [35]. Traditional synchronization methods are not generally suitable for such complex systems [31].

Of the three main synchronization methods, i.e., active, passive, and open-transition, identified in [50], the active synchronization control is of particular interest because it allows higher operational flexibility and performance. However, as highlighted in [50], the active methods do require special control data transferred through the MG communication infrastructure, which is usually fulfilled within the secondary or tertiary control mechanisms presented above.

The literature describes various active methods to achieve synchronization between the MG and the grid [42], [51], [52]. In [42], the MG synchronization to the grid is implemented within the secondary control layer. In the solution, data packets are transmitted through a Controller Area Network (CAN) and have the advantage that their size remains unchanged regardless of the MG operating state and the number of inverters. In [51], the authors propose a multi-MG system where the synchronization of the isolated MGs into a cluster is carried out by means of a long-distance communication infrastructure based on Wide Area Network (WAN) technology. As shown, the selection of the sampling period of data transmission from MGs to a central controller sets up a trade-off between the sampling period and the capabilities of charging/discharging of energy storage systems. In [52], the authors proposed a decentralized grid-synchronization approach based on self-organizing agents communicating in a local network, which is claimed to be less vulnerable to communication link failures. However, there are no quantitative indications about the method's robustness against various communication problems that may occur in a practical application. In [33], the authors address the challenge of accurately matching the MG voltage to the grid voltage (in terms of instantaneous values). They propose a MG synchronization method that uses a low speed communication network to broadcast, from a secondary centralized controller, to the primary controllers of each inverter the fundamental positive and negative sequence components, as well as the harmonic components.

Despite the various methods proposed to achieve MG synchronization to the grid, the main challenge continues to be how to coordinate multiple inverters to seamlessly and
III. MG ARCHITECTURE-RELATED COMMUNICATION REQUIREMENTS

The building blocks of the future Smart Grid will be the highly-automated smart microgrids (S-MG). These will require a fast and reliable communication system to control MG internal functions and be able to network the control center with each component of the system (if such a solution is considered) or between the local controllers in the case of a distributed control scenario. To compare performance, it is important to identify characteristics of the communication system, such as data transmission requirements, transmission media, protocols, and standards that will directly impact the operation of the MG and S-MG.

S-MG systems are known to be highly vulnerable to cyber-attacks, especially in scenarios in which the manipulation of information represents economic profit. Because of this threat of attack, the communication networks of S-MGs require networking and security tools, such as virtual private networks (VPN), firewalls, encryption protocols, or blockchain platforms. Although cyber-security and its impact on S-MGs are important topics, an in-depth discussion of those aspects do not fall within the paper’s scope. However, the technologies and network architectures considered in this manuscript are generally compatible with security solutions reported in literature. For further information regarding cyber-security concerns in power systems and S-MG, we suggest checking the works discussed in [53] and [54].

A. DATA CHARACTERIZATION AND TRANSMISSION REQUIREMENTS

Four main functions are necessary to accomplish proper MG operation: advanced monitoring and control (AMC), system protection (SP), demand-side management (DSM), and generation and storage management (GSM) [55]. Depending on the MG structure and operation requirements, some of these functions can be deployed within the EMS [56].

Data for managing each of the functions is sent by the communication network as data packets with specific sizes. The size of the data packets in the communication network of an MG is confined between 32 and 200 bytes [57] if the data is encoded for the IEC 61850 protocol. Real-world data such as voltage and current measurements, as well as breaker and disconnect switches status, are also converted from signals into data packets with sizes around 15 bits (circuit breaker) and 27 bits (power measurements) [48]. Some data such as protection information data are essential and critical for the safety of the MG and require small latency and no data loss. Noncritical measurement data, such as data related to the EMS within the tertiary control level, require less accuracy in terms of latency and reliability. More precise restrictions in terms of packet latency are shown in [56], [58]–[61] and illustrated in Table 1.

It should be noted that although IEEE, IEC, and ETSI standards define general frameworks for S-MG controllers, the IEEE 2030.7 standard classifies the control objectives (such as voltage and frequency regulation, power control, synchronization, energy management, etc) in four blocks, and defines a response time for each block (see Table 1). Taking into account MGs state-of-the-art control schemes, the IEEE standard also considers that the control objectives established for these blocks can be deployed into device controllers, plant controllers, and MG controllers. Then, primary and secondary control levels, as defined in Section II-A and II-B respectively, can be placed in device controllers (e.g., distributed schemes). In this case, the role of the communication network is to allow information sharing among the controllers to achieve the objectives of the secondary level. When secondary and tertiary control levels are placed together in an MG controller (e.g., centralized schemes), the MG is more susceptible to communications issues. In any case, the primary level always requires a faster transmission data-rate and lower latency, as shown in Table 1.

B. COMMUNICATIONS NETWORK ARCHITECTURE AND TRANSMISSION MEDIA

The MG field elements, such as RES (e.g., PV, wind, and Hydro), storage facilities and loads, exchange information (i.e., signals) amongst them and also with control elements in the form of data packets. The communication networks transporting the signals can be wired or wireless. The most representative technologies used in S-MGs are summarized in Table 2, considering their advantages and disadvantages.

Signals inside the MG elements, such as power electronic converters, their primary controllers and measurement devices, typically travel through wires, optical fiber, and unshielded/shielded copper twisted pairs (UTP/STP), in relatively close contact with each other. However, the communication signals that move among the different types of MG equipment, such as DGs or secondary and tertiary controllers, usually use power line communication (PLC) and wireless technologies. Several features, such as protection against strong parasitic electromagnetic fields, scalability, data losses, and operation-and-maintenance cost, are considered as inputs for the cost-benefit ratio for selecting the proper communication technology.

Implementation and maintenance costs impact the cost-benefit ratio for optical and twisted pair networks because these technologies require dedicated ducts and connectors to ensure good performance, whereas PLC modulates and sends the data frames through the power lines, reducing the implementation and operation costs. The main disadvantage for UTP/STP networks is the reduced coverage (100 m) per wire section when transmission control or user datagram protocols (TCP or UDP) are used. Though using serial protocols, such as RS232 or RS485, the coverage distance can be increased, such protocols introduce compatibility and failure diagnosis issues to the networks. Moreover, PLC is a restricted technology because to scale this type of network,
TABLE 1. Data transmission requirements for S-MG functions [56], [58]–[61].

<table>
<thead>
<tr>
<th>Control Block</th>
<th>Action time</th>
<th>Task</th>
<th>IEC 61850</th>
<th>ETSI Open SG Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>sub-sec to 5-10 min</td>
<td>Protection</td>
<td>4 ms</td>
<td>1-10 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>16–100 ms</td>
<td>100 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Messages requiring immediate actions</td>
<td>1A: 3 or 10 ms</td>
<td>not specified</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1B: 20 or 100 ms</td>
<td>not specified</td>
</tr>
<tr>
<td>2</td>
<td>few sec/min</td>
<td>Time synchronization</td>
<td>Accuracy</td>
<td>not specified</td>
</tr>
<tr>
<td>3</td>
<td>5-10 min to 1 day</td>
<td>Monitoring</td>
<td>1 s</td>
<td>1 s</td>
</tr>
<tr>
<td>4</td>
<td>5-10 min to 1 week</td>
<td>Operation and maintenance</td>
<td>1 s</td>
<td>not specified</td>
</tr>
</tbody>
</table>

beyond indoor environments, is more expensive than other wired technologies mainly because data frames cannot be propagated through transformers [58].

Wireless channels are more versatile than wired ones because they are economically viable, reliable, and scalable by simply including new nodes and routers with no additional installation of cables. Cellular networks (3G, 4G, and soon 5G) are robust technologies but operate in licensed radio frequencies; hence, the use of these technologies by third party facilities implies an expensive operation cost [62]. Therefore, technologies such as Wi-Fi or ZigBee have a better cost-benefit ratio. However, because these wireless technologies use unlicensed frequencies, they are more susceptible to interference, line of sight requirements, and security issues, which may result in a high variance in latency and data losses [63]. Similarly to wired channels, the coverage of wireless systems depends on the technology used. With Bluetooth, coverage can be limited to a few meters, whereas with WiFi, it can be about 100 meters (Long-range WiFi is possible using specific hardware, but it is currently unregulated). An additional issue regarding wireless networks is the penetration capability. Technologies that operate in lower frequency bands will have a higher penetration, which is important for microgrids that operate in highly obstructed environments, e.g. mountains or cities.

Recently, a new category of low-power wide area networks (LPWAN) has been explored as an alternative wireless solution for smart grid connectivity, and in some cases suggested for MGs [64]. LPWAN technologies such as LoRa, Sigfox, and NB-IoT can provide a wide coverage (sometimes wider than a base station in a cellular network) at low implementation and operational costs. Nevertheless, existing studies only discuss the potential implementation of LPWAN technologies by assessing their coverage, data rate, and energy consumption in more generic scenarios, without specifically evaluating their suitability to fulfill the MG control requirements [65]–[67].

In Table 2 we provide the technical details of the different wired and wireless technologies suggested for MG communications, identify the advantages and disadvantages of each technology in the context of MG’s deployments, and define the suitability of the communication technologies according to the MG control levels. The suitability we suggest depends on several aspects such as the control topology, geographical location of the MG, and funding available.

Wired technologies, except for PLC, are suggested for primary and secondary controllers. For the primary level case, short distances among hardware control, measurement devices, and power electronics converters should be covered, ensuring low latency and higher reliability. Since the primary level does not consider special scalability requirements, optical and twisted pair channels satisfy the communication requirements successfully. When distributed schemes are used, and primary and secondary controllers are deployed in different devices, the communication between these devices has the same requirements as the communication between the primary controller and power-related hardware. In addition, when secondary centralized schemes are used, the distance between the primary and the central controller, as well as the expected scalability, should be considered in the deployment of wired technologies.

Considering a scenario where networking devices and features, such as routers, access points, firewalls or virtual private networks (VPN) are used properly, WiFi networks for exchanging information among secondary controllers may be recommended. Since the latency in these wireless networks is around tens or hundreds of milliseconds, it is possible to achieve a proper secondary control response in a few seconds, as established in [56]. Although the features of cellular-based networks are completely feasible for exchanging information among secondary controllers, these technologies become expensive when the service agreements are defined to ensure the quality of service required. Additionally, the cellular networks are not always available in rural areas where many MGs are expected to be deployed.

The application of emergent 5G technologies in MGs requires further analysis. Although 5G has a wide spectrum of uses in urban environments, the use of 5G technologies in rural/remote places is still quite expensive. If high frequency bands are employed, the transmission in mm-wave requires
TABLE 2. Communication technologies applicable in S-MGs [59], [62], [68]–[71].

<table>
<thead>
<tr>
<th>Type</th>
<th>Technology</th>
<th>Maximum Coverage</th>
<th>Rate</th>
<th>Frequency Band</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Suitability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wired</td>
<td>Optical Fiber</td>
<td>100 km</td>
<td>10 Mbps (IEEE802.3j) to 100 Gbps (IEEE802.3cd)</td>
<td>Near-infrared and visual spectrum</td>
<td>-High speed</td>
<td>-Expensive Technology</td>
<td>Primary and secondary control</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Low Interference</td>
<td>-Complex scalability</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Low Latency</td>
<td>-Expensive maintenance</td>
<td></td>
</tr>
<tr>
<td>Twisted Pairs</td>
<td>100 m</td>
<td></td>
<td>10 Mbps (IEEE802.3i) to 1 Gbps (IEEE802.3an)</td>
<td>&lt;25 MHz</td>
<td>-Easy access</td>
<td>-More capabilitiesmore cost</td>
<td>Primary and secondary control</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Easy configuration</td>
<td>-Complex scalability</td>
<td></td>
</tr>
<tr>
<td>Power Line</td>
<td>200 m</td>
<td></td>
<td>14-200 Mbps (IEEE 1901)</td>
<td>&lt;100 MHz</td>
<td>-Low implementation cost</td>
<td>-Fixed topology (nonflexible)</td>
<td>Tertiary control</td>
</tr>
<tr>
<td>Wireless</td>
<td>Wi-Fi</td>
<td>100 m</td>
<td>11 Mbps (IEEE802.11b) to 10 Gbps (IEEE802.11ax)</td>
<td>2.4 / 5.9 GHz</td>
<td>-Cheaper technology</td>
<td>-Susceptible to interference</td>
<td>Secondary control</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Easy configuration</td>
<td>-Higher cost with increased security</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ZigBee</td>
<td>100 m</td>
<td>250 Kbps (IEEE802.15.4)</td>
<td>2.4 GHz (2006)</td>
<td>-Cheaper technology</td>
<td>-Low speed</td>
<td>Tertiary control</td>
</tr>
<tr>
<td></td>
<td>BlueTooth</td>
<td>100 m (class 1)</td>
<td>1 Mbps (IEEE802.15.1-2005)</td>
<td>2.4 GHz</td>
<td>-Cheaper technology</td>
<td>-Low penetration</td>
<td>Tertiary control</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-Low power consumption</td>
<td>-Security issues</td>
<td></td>
</tr>
<tr>
<td>Cellular 3G</td>
<td>50 km</td>
<td></td>
<td>&lt;2 Mbps</td>
<td>800/ 850/ 900/ 1800/ 1900/ 2100 MHz</td>
<td>-Designed for data packets transference</td>
<td>-Expensive operation cost</td>
<td>Tertiary control</td>
</tr>
<tr>
<td></td>
<td>Cellular 4G</td>
<td>50 km</td>
<td>&lt;100 Mbps</td>
<td>2600 MHz</td>
<td>-Designed for Internet access</td>
<td>-Expensive operation cost</td>
<td>Tertiary control</td>
</tr>
<tr>
<td></td>
<td>Cellular 5G</td>
<td>50 km</td>
<td>&lt;10 Gbps</td>
<td>sub-6 GHz and mm-Wave frequency bands</td>
<td>-Designed for Internet access</td>
<td>-Non-wide facilities</td>
<td>Tertiary control</td>
</tr>
<tr>
<td></td>
<td>LoRa</td>
<td>5 km (urban), 20 km (rural)</td>
<td>&lt;50 kbps</td>
<td>433/ 868/ 915 MHz</td>
<td>-Low power consumption</td>
<td>-Low speed</td>
<td>Tertiary control</td>
</tr>
</tbody>
</table>

several hot-spots to improve coverage and overcome line-of-sight obstacles, increasing as well the maintenance and operation cost for third-party providers. In this case, WiFi has advantages over 5G technologies, considering that private and low cost WiFi networks can be deployed and the coverage can be improved using directional antennas [72], [73].

Urban environments allow proper applications of 5G technologies in MGs, specifically the ones based on the ultra-low latency and reliable communication (ULLRC), and massive machine-type communication (mMTC) features of 5G. Although the technology developed under the ULLRC standard satisfies the requirements of S-MG secondary control applications, this standard was developed to cover critical-mission communications, and its use could be regulated in the future. The mMTC standard was developed for industrial IoT applications with massive deployments in terms of number of connected devices; hence, low data-rates are expected to preserve the network reliability. These features make mMTC applications proper for tertiary control in microgrids [74].
Technologies such as Zigbee, Bluetooth or PLC perform well in indoor environments and can exchange information among intelligent devices usually used in homes or offices making them suitable for the tertiary control level. At this control level, the messages within the communication network are focused on microgrid management and coordination, therefore reliability and latency requirements are lower than for the primary and secondary levels. These technologies and also LPWAN (e.g., LoRa) for outdoor environments allow logged information to be sent from the intelligent devices to the tertiary controller, which is used as input to forecasting models or load management.

Within the literature, communication networks are broken into several categories, presented below in relation with the S-MG concept. Customer networks are those covering home area networks (HAN), industrial area networks (IAN), and building area networks (BAN). These networks are connected to an external Neighborhood Area Network/Field Area Network (NAN/FAN). HAN mostly include home automation appliances and smart meters, but may also include small energy sources (PV and small wind turbines) and home storage units. IAN and BAN are more complex networks with a large number of control devices and sensors for building and industrial EMS and Supervisory Control And Data Acquisition (SCADA) systems. Customer networks require low data rates and low power consumption, scalability, and security of connection, for which various communication technologies can be implemented [75].

NAN/FAN networks are used for communications (and control) at the distribution substations level as well as for control of data flows between the WAN and the customer premise networks. These types of networks provide a large number of S-MG services, such as smart metering from customer sites to the control center, load management, and distribution automation. Typical data flow rates can vary from 100 kbps to 10 Mbps covering distances between 100 m and 10 km [75].

The communication technologies in WAN deployments (e.g., cellular and passive optical networks), provide wide geographical coverage for MGs, enabling the communications between the control center and the transmission and distribution substations, for EMS and updated SCADA systems. The MG’s WAN may comprise a large number of communication nodes, including smart meters, remote terminal units (RTU), phasor measurement units (PMU), and other sensors for remote automation purposes. For example, an MG’s WAN based on a passive optical network can ensure reliable, fast, secure, high-speed, and real-time exchanges with virtually no data losses. However, the costs involved in creating wide area optic fiber networks and the further expense involved in subsequent expansion may make the recent generations of wireless technologies the preferred option for long distance coverage and high data flow rate needs.

An important quality of wireless networks is their capability to easily change from infrastructure-based to ad hoc communications. By replacing a network controller as a single point of failure with ad hoc communications, the reliability of MGs is increased. Nevertheless, given that security is a growing concern, there are recommendations [55], and field implementation examples [76] that use two separate communication networks in S-MGs: one for communication control and the other, physically or logically separated, for the telemetry/data acquisition service network.

The topology of the communication networks does not need to be identical with the power network. Different topologies have been employed in wireless networks to improve the speed, redundancy, and reliability, and avoid traffic congestion and packet losses. Some well-known topologies for communications are the bus, star, ring, mesh, multi-hop and hybrid networks. For S-MGs that must cover a wide geographical area, the best solution identified in [57] in terms of end-to-end delay and throughput communication performance has proven to be, at a close distance to the alternatives, the hybrid star-ring topology. However, more complex network topologies may be required to ensure redundant paths in case of link failures.

### C. COMMUNICATION PROTOCOLS AND STANDARDS

The recommended/used communication protocols can be separated in those specifically developed for MG applications, such as Modbus, DNP3, and IEC 61850 series of standards, and those that were initially designed for other purposes, such as the Internet Protocol Suite (IP, TCP, NTP). Further details regarding standards and fields of application are given in Table 3 [47].

As the communication network in an S-MG is a hybrid, efforts are made by equipment suppliers to build compatible solutions between communication protocols. In the same way, in [57], the authors reported IEC 61850-based design and modeling of IEDs for different types of distributed energy technologies.
resources and a new logical node for controllable loads along with the design of structure and size of communication messages required for energy management automation in a microgrid; this is also to demonstrate the capabilities of IEC 61850 standard for MGs.

IV. IMPACT OF COMMUNICATION NETWORK PERFORMANCE ON MG OPERATION

The performance of the communication network is critical in achieving the objective of building the future smart grid with interconnected microgrids, as highlighted in Fig. 1. Key issues include ensuring interoperability among various communication technologies and protocols (such efforts have already been made with the new version of IEC61850), developing resilient MG control solutions with increased robustness to communication failures, and enhancing the security of communication in MGs. To address the impact of communication network performance on MG operation, this section reviews theoretical approaches and practical implementations that consider the effects of the communications network on the general performance of the MG and provides insights into the proposed technologies (wired and wireless) that can support the communication requirements in MGs.

A. THEORETICAL APPROACHES

By describing the communications infrastructure of a microgrid, we can study how the usual network problems, including packet loss, packet latency, and jitter, can affect the performance of an MG. The approaches presented in this section introduce the network parameters in the theoretical models either as deterministic [1], [77] or probabilistic variables [78]–[80]. Some of these works are not based on any particular communication technology or protocol; instead, they provide a generic theoretical description to understand MG behavior under different operating conditions of a communication network.

1) DETERMINISTIC NETWORK PARAMETERS

In [1], the authors study voltage and frequency control in an MG system that incorporates a communications network. They define a hierarchy of a communication control system. A follow-up work focuses on how to design the control mechanisms over voltage and frequency on the secondary control level [77]. Although the authors do not specify which communication protocol they use for measuring data traffic, they do define packet loss and packet latency as important network parameters to analyze the effects over power control of the whole system. An algorithm is proposed to operate on the distributed generation level, which compares average local sensed data with average global sensed data and then tries to converge to that global average. They simulate an MG network using MATLAB and its toolboxes, using predefined packet loss and latency values and connecting and disconnecting loads abruptly to the MG to analyze whether voltage and frequency control can be achieved and to what extent. The results show that packet latency in the network has a negative impact on how the system reaches frequency and voltage stability by lagging the system’s response after a sudden load change. To evaluate the impact of communication in a severe perturbation scenario, in [77] the authors have applied a broadcast packet loss probability of 95%, which makes the communication practically nonexistent. Although the dynamic response is considerably affected, the system reaches steady-state operations. When the communication is completely broken in the distributed generation, it makes the frequency and voltage levels drop to undesired values without returning back to normal levels.

2) PROBABILISTIC NETWORK PARAMETERS

Real wireless communication networks have time varying packet latency between different elements within the network; therefore, it is important to analyze how this phenomenon impacts the MG. Inverters are needed to convert DC current to AC, which is important for the majority of MG, so coordination between the inverters in the network must be addressed in order to have the same frequency and amplitude operation. This issue is studied in [78], where a simple two-inverter simulation compares time varying packet latency between the inverters and a mesh topology. A unified Smith Predictor [79] controller is proposed using the information of the delayed packets. Results show that time-varying packet latency affects both the amplitude and frequency of the whole system when comparing a system with the controller implemented and others without it. Power loss is also drastically increased if packet latency is not mitigated. The authors do not mention any specific wireless technology as part of their study.

An algorithm for MG state estimation is provided in [80], which incorporates packet loss and noise. The model considers a discrete MG state where the wireless channel is modeled as a source of noise and packet losses by defining a Gaussian distribution with zero mean and a packet loss parameter, respectively. An estimation algorithm is then implemented by using least mean square fourth, which simplifies the estimation process. A simulation sets predefined values for the Gaussian noise and the packet loss parameter and shows that the proposed state estimation converges more quickly if no packet latency is present. The author does not refer to a specific wireless technology but mentions that a digital modulation, BPSK, is employed.

Another MG algorithm is presented in [81], which the authors define as a discrete-time linear state-space algorithm incorporating packet losses. A remarkable aspect of this work is that it incorporates a distinct analytical description between power sources, energy storage systems, and loads. To analyze packet loss phenomena, a Bernoulli distribution model is incorporated to the system. An adaptive-then-combine diffusion Kalman filtering algorithm is obtained by minimizing the estimation error covariance matrix of the local estimators. With the Kalman filter defined, the authors made a simulation with four sensing stations sending information in a broadcast fashion, and using predefined, non time-variant parameters.
for the whole system. The system gives good results due to a fast converging estimated state to the real state of the MG in the presence of packet losses.

B. SIMULATIONS AND EXPERIMENTAL/PRACTICAL IMPLEMENTATIONS

1) WIRED TECHNOLOGIES

Wired technologies, including copper-based and fiber-optic cables, have been quite popular for MG communications infrastructure. A number of studies describe the use of Supervisory Control And Data Acquisition (SCADA) systems for sensing and controlling. In such scenarios, different kinds of wired technologies are mixed.

One of the defining characteristics of an MG is its ability to operate disconnected from the mainstream electrical grid. Lázár et al. [82] provide an implementation of a SCADA system for data acquisition in an MG. The wired communication technology operates over the RS485 standard because it is a multipoint system employed in electrical noisy environments over small to medium distances. Although this work defines an algorithm for data acquisition and control, it does not determine how the network’s performance behaves in the presence of bidirectional communications.

Another work tackling the islanded mode of operation of an MG is presented in [83]. The architecture considers a mix of RS485, CAN bus, and Ethernet. A network architecture is proposed to deal with generators, loads, batteries, and switches that can be remotely controlled using both RS485 and Ethernet. CAN bus is used for the management of batteries in the system. Similar to [82], this is a technical work for implementing a real control infrastructure for MGs; however, unfortunately it does not show how the implementation deals with packet latency or packet loss.

An extensive implementation work is described in [84]. The authors clearly define how they will forecast energy activities in the grid and provide an algorithm to make control decisions and perform analysis on readily available energy data. The idea is to communicate different DERs for real-time data exchange. This is done by using technologies like Ethernet, RS485, and IEEE 802.15.4. A more generic, total output power model for the MG is presented, where each type of MG hardware (battery, load, and generator) is modeled differently. The work considers both islanded and non-islanded modes. The experiments show that the system is able to manage energy efficiently. This work in particular is noteworthy for its detailed explanations about the implementation, including information of electrical and communications equipment.

The work presented in [85] is more focused on a controller between several MGs, but it involves communications to perform such a control. This implementation employs a central Linux machine for control of a power park, which is composed of several MGs. It is different from much of the MG communications research because it ignores HAN or NAN communications between components; instead, it focuses on the WAN for the control purposes. Using different MGs as part of an interconnected system can provide a more reliable power network as neighboring MGs can work as backup power for each other. A CAN bus based communication technology is implemented in this case. This work expands the control challenges of an MG, even defining different hierarchies of control (primary, secondary, and tertiary), but it lacks details on implementation and results. A comparison of MG power management with and without the controller is necessary for completeness.

2) WIRELESS TECHNOLOGIES

Among the wireless communication technologies, IEEE 802.15.4 is proposed as a a low power, versatile solution to the MG communication infrastructure problem [86]. Although there are not many reported implementations of real MG communications based on ZigBee (a proprietary technology that uses IEEE 802.15.4 on the lower layers of the communications stack), the work described in [48] offers a good starting point for understanding ZigBee as applied to MGs. It starts with a comparison of the most promising wireless technologies for MGs and then lists all the advantages of using ZigBee for this purpose. It proposes a hierarchical communication framework for all nodes in the network and different modes of operation, which means that some nodes work as coordinators whereas others just receive and send data. A numerical analysis is provided considering the following parameters: the size of every packet to be handled, the use of three different carrier frequencies available in ZigBee, and the number of nodes in the network. All this information is employed to obtain the data transmission delay. The results show that an increasing number of nodes in the network along with slower carrier frequencies have a negative impact on the performance of the MG.

X. Zhang et al. [87] present a Non Technical Loss (NTL) analysis incorporating packet loss on an existing MG, which uses another proprietary communications protocol based on IEEE 802.15.4. The communications technology provides a mesh topology and a time-synchronized sampling for the 525 nodes used for power delivery. By using the data gathered from the network, the authors create an NTL model and then an NTL detector based on Support Vector Machines to handle power loss alarms automatically. The work gives data about packet loss, but the authors deem that this parameter can be safely ignored because of the reliability of the grid.

A simulation of an MG is carried out in [88] using an Opnet Modeler to study how latency and throughput behave on three different topologies: star, tree, and mesh. The simulation results show the mesh topology has the best latency and the worst throughput, contrasting with the star topology with the worst latency and the best throughput, and the mesh topology in the middle ground. Further analysis is carried out by changing the number of nodes in the grid, showing that an increase in this number harms latency and particularly throughput in the whole network. This work simulates transmissions between nodes with and without obstacles and
shows how the Received Signal Strength Indicator (RSSI) changes accordingly.

In [89], a hybrid wireless communications network is simulated by incorporating ZigBee, WiFi, and WiMAX for hierarchical communications between components of the MG. For simulation purposes, a power generation/flow model is employed for the different types of elements in the power network, including wind turbines, photo-voltaic panels, and batteries. A wireless technology overview is then presented, defining which technologies are best for HAN, NAN, and WAN applications, where ZigBee, WiFi, and WiMAX are used respectively. Islanded and non-islanded control is described, and an algorithm for power management and control is proposed.

3) STUDIES ON COMMUNICATION LATENCY OVER MG CONTROL PERFORMANCE

An unavoidable effect of communication used in the control mechanisms of an MG is the inherent latency and propagation delay of data transmission, which generally reduces the control performance and may also affect system stability. In [36], the analysis of communication latency’s influence on the convergence of the control algorithm in an MG shows how exceeding a certain latency threshold, which is in the range of several milliseconds, affects the speed and stability of the system control. Similar conclusions emerge from a more focused study in [22] on the impact of the communication latency has on secondary control in an MG. The investigation targets the analysis of stability limits with the gain variations of a centralized secondary controller (usually a PI controller is used) and communication latency, and by means of a gain scheduling approach, it improves the robustness of MG secondary control to communication latency.

On the same subject of secondary control for islanded MGs, a distributed control strategy with consideration of time latency and data drop-out limits of the communication systems is proposed in [44]. Experimental results have shown that the distributed controller ensures higher robustness in front of large communication latency (up to 1s) and data drop-out (more than 50%). A distributed control scheme designed for secondary voltage and frequency restoration in autonomous MGs is described in [46], where the involved control units are interconnected through a sparse communication network of reduced bandwidth. The proposed distributed architecture of agents reduces the communication burden, as each agent only communicates with a limited number of neighboring agents. Moreover, the analysis reveals the influence of communication delay on the system dynamics, observing that as the delay is increased in the range of tens of milliseconds, the system becomes more oscillatory until the stability limit is reached.

Gomez et al. [38] also studied islanded MGs. They showed the effects of communication latency, data dropouts, and topological changes on the communication network, using distributed secondary predictive control validated with an experimental setup. They found the predictive control was able to compensate for typical communication issues experienced by the system. Increasing system robustness against large variations in communication delays was the subject of [90]. They implemented a Model Predictive Control (MPC) for the secondary control of MGs. They then compared the MPC with a Smith predictor and a conventional PI controller showing that, while it is considerably more robust in terms of maximum delay, the MPC strategy has slightly lower dynamic performance than the conventional PI controller; also, in [90] the authors consider a stability analysis based on small signal models. Since the islanded operation poses more stability issues than the grid-connected one, most studies about communication impact on MG control performance are focused on this regime.

An analysis of the influence of communication delay on system performance for both operating regimes is provided in [42]. It is shown that during grid-connected mode, the maximum delay is higher than in islanded mode, while the transfer regime between the two modes, during which the synchronization process of the MG with the main grid takes place, significantly reduces the allowed communication delay at which the system reaches its stability limit. An important point worth noting is that the maximum communication delay is highly dependent on the control parameters, meaning that it is possible to maintain the system’s stability for a certain communication latency by a proper selection of controller parameters, i.e. a trade-off between communication delay and control performance is usually required [39].

V. EXPERIMENTAL ANALYSIS ABOUT COMMUNICATION IMPACT ON MG PERFORMANCE

Although the number of studies regarding secondary control in MGs continues to increase, with the most relevant ones analyzed in this paper, experimental evidence of the communication impact on MG performance with emphasis on comparative analysis of different communication technologies has yet to be provided to the best of our knowledge. Therefore, the discussion in this paper about communication requirements in MGs and available communication technologies is enriched with an experimental analysis of the impact of communication on the secondary control provided in this section. For this purpose, a complex laboratory MG with two communication networks (wired and wireless) was used. As shown in the block diagram from Fig. 4, the MG consists of three 5 kW inverters, each being controlled by an independent dSPACE DS1103 real-time controller. Each inverter controller has the capability of switching between the wired and wireless communication networks. An illustration of the laboratory setup is presented in Fig. 5, while details about the specific MG control employed and the hardware structures can be found in [42].

As highlighted in Fig. 4, on the communication side, the first option is for the controllers to exchange information through a CAN bus operating at a transmission rate of up to 1 Mbps with a default speed for the experiments provided in this paper of 500 kbps. To evaluate the MG behavior when
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FIGURE 4. Diagram of the experimental MG.

connected via wireless communications, the system has been updated with a second option of communication using a WiFi network. The use of WiFi as the communication technology for MG secondary control has already been considered by other researchers [28] and is one of the technologies described in Table 2. Wireless communication technologies represent a solution of high interest for the future implementations of MGs because of their superior cost-performance ratio in comparison to wired solutions. Moreover, because wireless communication is more prone to disturbances and failures, it provides a more challenging scenario to test the MG secondary control performance, as demonstrated by the WiFi experiments described hereinafter.

The secondary control of the MG analyzed requires sending a packet with two signals (associated with voltage and frequency correction), which comes from a leading inverter and broadcast to all the other DGs within the MG. The signals are sent in a single-precision format so that a message includes 8 bytes of actual data integrated into the communication protocol frame format.

In the first communication option, having a built-in CAN controller, the dSPACE DS1103 boards allow direct communication with an insignificant processing delay. For the second communication option, we configured the wireless adapters installed on Raspberry PI model 3 B+ boards to ensure wireless connectivity between the three inverters. The message with the two secondary control signals is read by the Raspberry PI from the dSPACE master controller through a serial connection; it is then encapsulated in a User Datagram Protocol (UDP) packet, and broadcast into the WiFi network. UDP is employed as a straightforward solution to one-shot communications without the need to establish a session with the end-points. Broadcast packets are listened to by the receiving controllers by means of similar wireless adapters.

The communication network effect on the secondary control loop, characterized by a proportional-integrative action, is usually modeled as a first-order delay element. As previously highlighted in the manuscript, the studies addressing the effect of communication delay on secondary control performance [26], [28], [37], [38], [42], [43], [77] point to a similar conclusion related to the practical necessity of developing a secondary control loop that allows a wide range of communication delays without loss of system’s stability. However, there is little practical evidence on the real effect of different communication technologies on MG performance. As can be seen in Table 4, the maximum allowed communication delay for secondary control in MGs varies within a wide range. The MG employed in this paper accepts a communication delay of up to 2s (theoretical).

The end effect of communication upon secondary control will be assessed by criteria related to MG dynamic behavior. A communication delay may have various causes, such as high data traffic in the network, long path of data transmission requiring the packets to pass through multiple nodes, short-term loss of connection or re-transmissions in case of erroneous received packets. Another issue, mainly related to wireless communication, is the data dropouts.

TABLE 4. Literature review on maximum communication delay for secondary control in islanded microgrids.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Maximum communication delay [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>0.2</td>
</tr>
<tr>
<td>[26], [28]</td>
<td>0.6</td>
</tr>
<tr>
<td>[37]</td>
<td>1</td>
</tr>
<tr>
<td>[38]</td>
<td>0.5</td>
</tr>
<tr>
<td>[42]</td>
<td>2</td>
</tr>
<tr>
<td>[43]</td>
<td>0.17</td>
</tr>
<tr>
<td>[77]</td>
<td>10</td>
</tr>
<tr>
<td>[91]</td>
<td>0.06</td>
</tr>
</tbody>
</table>
The analysis provided in this Section includes scenarios inspired by the challenges of real applications. Since wireless communication can more easily be disturbed by external sources, the experimental tests have been carried out with different perturbation levels. For this purpose, a National Instruments (NI) Universal Software Radio Peripheral (USRP) was used to generate interference in the WiFi network. Specifically, a NI USRP-2922 was used to generate interference uniformly within the channel used by the WiFi network in the 2.4 GHz frequency band. The level of interference was adjusted from zero to a level at which the WiFi network was almost completely disrupted and the three DGs were no longer able to communicate properly. From these experiments, the following cases were selected to support the analysis provided in this paper:

- **Case 1**: wired CAN;
- **Case 2**: WiFi w/o perturbation;
- **Case 3**: WiFi w/ continuous perturbation at a level where the communication performance deterioration becomes noticeable in the MG performance;
- **Case 4**: WiFi w/ continuous perturbation at a high level where the communication is almost completely disrupted;
- **Case 5**: WiFi w/ burst perturbation between the levels from Case 3 and Case 4.

In order to test the MG response in the cases above, a 4.5 kW resistive load was switched on and off at an interval of 7 s. The impact of communication performance on the MG performance was evaluated using quantitative criteria related to dynamic MG response. Since the load switching creates a change in the MG active power flow, the analysis focused on frequency behavior. Therefore, the following dynamic performance indicators for frequency response were considered:

- Relative maximum frequency deviation, expressed in (1);
- Integral of squared error of frequency, calculated as in (2), with \( t_1 = 14 \) s being the acquisition time.

\[
\Delta f_{\text{max}}[\%] = \max \left( \left| \frac{f(t)}{50} - 1 \right| \right) \cdot 100, \\
ISE_f = \int_0^{t_1} (f(t) - 50)^2 dt. 
\]

The performance of communication was evaluated by means of the following two parameters:

- Latency (or delay), expressed as the time interval required to pass a data packet from sender (DG1) to receivers (DG2, DG3), within the acquisition time;
- Packet loss, representing the number of packets failing to reach the destination within the acquisition time.

As shown in Fig. 6, the MG frequency response was directly influenced by the capability of the communication network to transmit the secondary control signals with an appropriate rate. A quantitative evaluation of the frequency response and communication performance is provided in Table 5. In the first two cases, with the wired and wireless communication fully operational, the MG frequency response was similar. There was only a minor increase of the maximum frequency deviation because of the slightly higher data transmission latency, as expected.

With the WiFi signal perturbed at a medium level (case 3), the data packets were slightly more delayed and came at different rates. As a consequence, the secondary control tended to be more oscillatory and the MG frequency response was more visibly affected (i.e. the maximum frequency deviation increases by more than 0.5%). In the most severe scenario (case 4), because of the high level of wireless signal perturbation, the communication was almost completely lost (i.e., 99.5% of data packets are lost), and the insignificant number of packets that did arrive to their destinations were...
highly delayed. Under these conditions, the secondary controller could no longer restore the MG frequency, which remains at a level limited by the primary control.

The final case analyzed (case 5) shows that, in the short period the WiFi signal was perturbed (between $t \approx 3$ s - $6$ s), the MG frequency restoration was stalled, while the secondary control resumed its action once the communication was reestablished. Therefore, we can conclude that, although the secondary control process may be significantly perturbed, microgrid stability is not affected by the deterioration of communication performance. This analysis reveals the importance of designing future secondary control solutions that are highly robust to communication failure such that the system’s stability is not affected by commonplace instances of impairment or even complete loss of communication.

VI. OPEN RESEARCH CHALLENGES
Sustained by the need for a seamless transition of current power systems into the future smart grid, the developments in the field of MGs continue pushing the boundaries of technology in power electronics and control. With the progress of advanced control techniques a new technical challenge related to information exchange in MGs has emerged. As this paper has revealed, deploying a reliable communication infrastructure that satisfies the performance requirements of a modern MG is not an easy task. While most of the studies tackling the communication issue in MGs have focused on the impact latency (or delay) and packet losses have on MG performance, once the research takes into account wireless technologies, which allow easier expansion of communication infrastructure at lower costs, other security-related issues arise.

Among the three MG control layers shown in Fig. 2, the most demanding in terms of communication performance is the secondary control, which includes real-time mechanisms based on different architectures (e.g. centralized or distributed) to restore voltage and frequency in the MG. Therefore, a major challenge open for future research consists of safely deploying wireless communication technologies (including the emergent 5G cellular) for MG control. Concomitantly, research should focus on developing secondary control structures less vulnerable to communication disruptions related to technical malfunctions and cyber-security.

From our evaluation, WiFi can be seen as a communication technology suitable for MGs because capabilities such as scalability, monitoring, management, redundancy, and security can be easily included, at a low cost. Moreover, this technology can be used even without internet connection, as often occurs in rural areas. Although long-range WiFi applications have been reported, technical and regulatory issues need to be overcome in order to massify this technology in outdoor environments.

Networks that are 5G based are emerging as a reliable solution for communication in MGs; however, the advantages provided by this new technology are obvious for now only in the context of a multi-MG smart grid (as shown in Fig. 1). According to our evaluation, only in this case can the economic burden required by the 5G communication network be overcome by a conceptual new control of the smart grid based on the qualities of 5G communication networks. Furthermore, 5G comes with the advantage that distributed cloud services can be used so that some computational burden and services, mainly related to tertiary control, can be moved to the cloud. Therefore, deploying the new wireless communication technologies into the MG control layers and developing new conceptual control methods based on the qualities of these communication networks remain open issues for future research.

From our analysis, then, the following key aspects need to be tackled by future research in the field of MG communication:

- Developing smart control solutions that are more robust to communication degradation in MGs;
- Continuing the initiated efforts towards achieving full interoperability between various communication protocols and technologies, and enhancing communication reliability and security through redundancy;
VII. CONCLUSION

The growth, development, and implementation of MGs have evolved during the last years from classical MG power networks into more advanced power and communication networks. As this paper has revealed, deploying a safe, reliable and adequate-performance communication solution for MGs represents a task with multiple technical challenges. In particular, the integration of wireless communications will bring scalable deployments at reduced costs, but will also require addressing greater communication impairments than in the wired solutions, as demonstrated by the experimental study presented in this paper. Therefore, choosing the appropriate communication technologies and standards, which should accordingly offer the required levels of reliability, security, and performance, represents a challenge in the near future when considering MG design.

Within the MG control hierarchy, three levels of control exist (primary, secondary, and tertiary), each having different requirements in terms of communication performance. The primary level is a time-critical mechanism that ensures instantaneous voltage and frequency control and, therefore, communication-less control methods, such as droop control, virtual synchronous generator control, are usually adopted. On the other hand, the tertiary level involves tasks related to MG energy management, hence non-critical data is transferred though communication network. It is in the secondary level where communications have a greater impact on MG control performance. Several secondary control approaches are found in the literature, which can be classified as centralized, distributed and mixed. The distributed control systems and/or mixed centralized and distributed control systems provide more reliable performance than pure centralized control [communication] systems. However, the secondary control level is most affected by the local MG communication network, where quasi real-time communication is required. The speed of the communication system directly affects the performance of secondary control; therefore, a trade-off between transitory response and bandwidth is usually encountered.

Data transmission requirements in terms of rate, delay (or latency), and reliability are established to comply with specific functions necessary to accomplish a proper operation. The control architecture, i.e. centralized or distributed, represents another feature of the MGs which is highly-dependent on the communication performance. While distributed control provides several advantages over a centralized scheme (e.g. higher reliability and robustness against unit failure), it may require more complex data transmission through communication lines.

Another important aspect is the communication network architecture and transmission media. For reliable, fast, secure, and real-time communication without data packet losses, fiber-optical communication systems would be the most adequate, but for economic reasons and the added costs and complications with later expansions in wide area networks, the use of wireless technologies seems to be an appropriate solution. The use of wireless technologies, however, generates a trade-off between communication delay and control performance in the MG, as the experimental analysis provided in this paper has shown. Furthermore, the importance of designing secondary control solutions that are highly robust when confronted with communication impairments or even complete loss of communication also needs to be considered in future research efforts.
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